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Abstract
In this present paper we introduced a Finsler space F, for which the curvature tensor

H n Satisfied the generalized recurrence property with respect to non—symmetric
+
connection parameter (I} # I};) which given by the condition j‘kh |{, = ApHfyp +

5 7 + 5 - - - -
W((S,‘lg]k - }cg]h) iken =0, where |{, is the v — covariant differential operator,
A e and u, are non—zero covariant vectors f|eId and such space is called a generalized

H v — recurrent space , denoted it briefly by GH v — RE;.
The purpose of this paper is to develop the above space by (i) obtamlng the

v —covariant derivative for the torsion tensor Hkh and the deviation tensor Hh in
non—symmetric space (i) to prove that Ricci tensor ij , the curvature vector H and
the curvature scalar H are non vanlshlng in our space, (iii) to prove that the tensor
(Hhk = Hkh) behaves as recurrent in GH” — REF,; and (|v) to discuss the possibilities

forms of decomposition for the curvature tensor ]kh, we established the

decomposition of the curvature tensor Hkh in a Finsler space F, equipped with
non—symmetric connection parameter.

+
Keywords: Generalized HY — recurrent space, decomposition of the curvature
+.
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1.Introduction

C. K. Mishra and G. Lodhi [4] discussed C" — recurrent and C? — recurrent
Finsler space of second order and obtained different theorems regarding these spaces,
also discussed the decomposability of the curvature tensor in recurrent conformal

Finsler spaces. The decomposition of the curvature tensor H}kh ina Finsler space F,
equipped with non—connection parameter studied by P. Mishra, K. Srivistava and S.
B. Mishra [5].

Let us consider an n —dimensional Finsler space F, equipped with the metric
function F satisfying the requesite condition [7].
Let consider the components of the corresponding metric tensor g;;, Cartan's
connection parameter ;. These are symmetric in their lower indices and positively

homogeneous of degree zero in the directional argument .
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The two sets of quantities g;; and its associate tensor g¥ are related by
. 1 if i=k,
(1.1) g8/t = of = {0 if ik .

* The indices i, j, k,...assume positive integer values from 1to n.
The vectors y; and y* are related by the relation
1.2) a) y; =gy’ and b) d,y; = g;; -
The tensor C;, defined by
1. 1o 4 )
is known as (h)hv —torsion tensor [3]. It is positively homogenous of degree —1 in
the directional argument and symmetric in all its indices.

The (v)hv —torsion tensor Cf; and its associate (h)hv —torsion tensor C;;, are
related by

(1.4) a) Chy'=0= Cly", b) y;C} =0 and c) Cijy =
ghjCi}Ilc'

The (v)hv —torsion tensor C/ is also positively homogenous of degree -1 in the
directional argument and symmetric in its lower indices.

E’ —Cartan deduced the v —covariant derivative for an arbitrary vector field X*
with respect to y* [2]
@5 X, =0X +X"CL.
In view of (1.4b) and (1.5), we have
(1.6) a) yi|k=61ic ) b)yi|k=gki and C)gij|k=0'

+
2. On Study of Generalized H” — Non— Symmetric Recurrent Space

G. H. Vranceam [7] has defined a non—symmetric connection (I‘]k‘ * F,;‘]i-) in
n — dimensional Finsler space E,.
Let consider an n — dimensional Finsler space F, with non— symmetric connection
(T3 # TF) which is based on a non — symmetric fundamental tensor g;; # gj; .

Let write
2.1) D = Mji +-Nit
where M]f‘,i and %N]i*,i are respectively the symmetric and skew—symmetric parts of

We introduce another connection parameter F,;‘]"- defined as order
(22) =M —oNi
With the help of (2.1) and (2.2), we get

i = Tt
Following E' — Cartan [2], let a vertical stroke |j , follow by an index denote
covariant derivative with respect to y’ , the covariant derivative of any contavariant
vector field X with respect to y/ is defined as follows:
23) X[, :=0x +X7C),
where a positive sign below an index and following by a vertical stroke indicates that
the covariant derivative has been formed with respect to the connection I';; as for as
that index is concerned
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* Unless stated otherwise . Hence forth all geometric objects are to be function of
line-elements.

The covariant derivative defined in (2.3) is called @ —covariant differentiation of X°
with respect to y’, also is called v — covariant differentiation (Cartan's covariant
differentiation of the first kind).

+.
The entity Hj,,, is called the curvature tensor (with respect the @ —covariant
derivative) of Finsler space with respect to the non—symmetric connection l“]kl such

that

+ . . . .

Hjin: = 0nGfi + Gfi Gy + Grjp G, — 0, Gy, — GJ, Gy — G G,
We shall use the following identities, notations and contractions for Hj;(‘h

+ i + . + . + . +
(24) a) Hiyp ¥y =Hyp, b) Hy, y* = H; o) H, ]kl: jk
d) H‘ =(n- 1)H
+ + + L+ +

e)HIla_Hk ' f)Hlkl_Hhk_Hkh ) g)ijyk:(n_l)ajH_Hj

and h) Hk yk=(mn- 1)H

Hence forth a Finsler space equipped with non—symmetric connection will be
denoted by F," .

+
A Finsler space F; is said to be a generalized H” — non— symmetric recurrent
space for which the curvature tensor H.jj, satisfies the followmg condition

(2.5) H]lkh |£ =1, H]kh + ﬂe(6hg]k kgjh) , Hjlkh = 0.

We shall denote it briefly by GH* — RF,; and the tensor which satisfies the condition
(2.5) will be called a generalized recurrent, where A,and p, are non—zero covariant
vectors field.

+
Let us consider an GH” — RF,;” which is characterized by the condition (2.5).
Transvecting the condition (2.5) by y/, using (2.4a), (1.6a) and (1.2a), we get

+ . + . + . i i
(2.6) Hyp, |€ = Ao Hyp+ Hyppp + 1, (84Y, — S1Y1)-
Thus, we conclude

+
Theorem 2.1. In GHY — RE,;, the v —covariant derivative of first order for the torsion
tensor H}%! is given by (2.6).
The equation (2.6) can be written as

+ . + . + . . .
(2.7) Hjpn = Hyp, |£ — Ap Hypy — 1 (81Y1 — 61 Y1)-
Thus, we conclude

+ + .
Theorem 2.2. In GHY — RE,;, the curvature tensor Hy,, is defined by (2.7).
Contracting the indices i and h in (2.5), using (2.1d) and in view of (1.1), we get

+ +
(2.8) Hjy, |, =2, Hje+ (n—1)p,8j -
+

The equation (2.8) shows that Ricci tensor H, can't vanish, since the vanishing of it

would implies the vanishing of the covariant vector field, .e. u, = 0, a contraction.
Thus, we conclude
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+ +
Theorem 2.3. In GHY — RE;, Ricci tensor Hj;, is non—vanishing

+.
3. Decomposition of the curvature tensor Hy,, in a Finsler Space Equipped with
Non—Symmetric
Connection
+.
We shall discuss some of the decompositions of the curvature tensor Hj,, in a
Finsler space equipped with non—symmetric connection for Berwald curvature tensor.

Now, let us consider the decomposition of the curvature tensor H ikn In @ Finsler
space F,;, since the curvature tensor under consideration is a mixed tensor of rank 4,
hence it may be written either as a tensor product ofa vector and a tensor of rank 3 or
as a tensor product of two tensors each of rank 2.

In the first case, the possibilities form of decomposition for the curvature tensor Ifljikh
are as follows:

+_ + + + +
3.1) a) ka = X' Wign 1 b) Hjn = X; ‘Plih ,
+ + + + +
c) H; ]lkh Xy lleh and d) Hjp = th’fk
In the second case the p035|b|I|t|es as foIIows
+ + + +
3.2) a) kah = Y cz’kh , b) kah Y@,  and c) H]lkh Vi)

Out of several possibilities given by (3.1a), (3.1b), (3.1c), (3.1d), (3.2a), (3.2b) and
(3.2¢), our goal is to study the possibilities given by (3.1a), (3.1b) and (3.2a).

Let us consider a Finsler space F, whose curvature tensor H ke 15 decomposable
in the form (3.1a).
Taking the v —covariant derivative for the form (3.1a) with respect to y*, we get

+ + o+ + 4+
(3.3) Hjlkh|£’=xl|{’qjjkh+xlqjjkh|{"
In view of the condition (2.5) and (3.3), we get
+ . i i + . + + . +
(3.4) Ao Hip + lie(5;lzgjk - (Sllcgjh) = X! |£ Wien + X' Wi |t’ :

+ .
By using (3.1a) and if the decomposable vector field X' is covariant constant, (3.4)
can be written as

+ o+ . . ¥
Ao X W + 1o (8h8j — Skgjn) = X' Wienpe
or

+ ,
(3.5) ]khlf A, LPﬂch g/ (6hgjk - Sllcgjh) '

where n,; = 4.
Xt

Thus, we conclude

+ + .
Theorem 3.1. In GHY — RF;, if the curvature tensor H,, is decomposable in the
+
form (3.1a), then the decomposable tensor field ¥, is generalized recurrent,

+
provided that the decomposable vector field X* is covariant constant.
Transvecting (3.5) by y1 using (1.6a), (1.2a) and in view of (1.1), we get

(3.6) khl{’ Ay kah + lP{th + 1y (5hyk lith)’
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+ + .
where Wy, = Wiy’

Thus, we conclude

+ + .

Theorem 3.2. In GHY — RF;, if the curvature tensor H,, is decomposable in the
+

form (3.1a), then the v —covariant derivative of first order for the tensor field ¥, is

+ .
given by (3.6), provided that the decomposable vector field X* is covariant constant.
The equatlon (3. 6) can be wrltten as

(3.7) Lp{’kh = lthh) Ay lpkh Nei (6;'13% - 6Iicyh)'
Thus, we conclude

—+
Theorem 3.3. In GH” — RE,;, if the curvature tensoerh is decomposable in the

form (3.1a), then the decomposable tensor field %kh is defined by (3.7), provided that
+
the decomposable vector field X* is covariant constant.
+
If the tensor W, is recurrent, then (3.7) can be written as
+

(3.8) Worn = Wppn — @ong »

where  wpp = 1 6y, AN W pp = My 8V -
Thus, we conclude

+
Theorem 3.4. In GH"” — RE;, |f the curvature tensoerh IS decomposable in the

form (3.1a) and the tensor field ‘th is recurrent, then the tensor field %kh is defined

+ .
by (3.8), provided that the decomposable vector field X* is covariant constant.
If the tensor w,,,, is skew—symmetri in the last two indices, then (3.8) becomes

+
(3.9) Worn = 20pkp-
Thus, we conclude

+ +
Theorem 3.5. In GH” — RE;, if the curvature tensor Hj,, is decomposable in the
form (3.1a) and the tensor field w,,, is skew—symmetri in the last two indices, then

+
the tensor field ¥,,,, is defined by (3.9), provided that the decomposable vector field
+ .
X' is covariant constant.

+ 5 -
Let us consider a Finsler space F,’ whose curvature tensor Hj, is decomposable

in the form (3.1b).

Taking the v covarlant derlvatlve for the form (3.1b) with respect to y*, we get
+ +

(3.10) khl{’_X I{’Lpllch-}_xlp ..
In view of the condition (2.5) and (3.10), we get

+ . . i + + . + +
(3.11) A, Hjlkh + #f(sfllgjk - 6Ilcgjh) = lefl'pléh + le'plih |£ :

+

By using (3.1b) and if the decomposable vector field X; is covariant constant, then
(3.11) can be written as

+ +

. . . + + .
Ao X; Wiy + #f(S;lgjk - 5Ilcgjh) = X; Wknpe
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or
+ . + . . . .
(3.12) Winle = 2o WYin + U;(Slllgjk - (Sllcgjh) ,
where n,, = 4.
Xj

Thus, we conclude

+ +
Theorem 3.6. In GH" — RF;, if the curvature tensor H,, is decomposable in the

+ .
form (3.1b), then the decomposable tensor field ¥, is generalized recurrent,

+
provided that the decomposable vector field X ; is covariant constant.
The equatlon (3.12) can be written
(313)  Wilo= A, %+ (6 = Ofn),
where 6, = 77f5ilzgjk and Ofrn = Ne0k8jn-
Now, if the tensor field 8;,, is symmetric in the last two indices, then (3.13) can be

written as
+

Lplf:hb =1, "plih .
Thus, we conclude

+ +

Theorem 3.7. In GH” — RF;, if the curvature tensor H,, is decomposable in the

form (3.1b) and the tensor field 8}, is symmetric in the last two indices, then the
+ -

decomposable tensor field Wy, is recurrent, provided that the decomposable vector

+
field X; is covariant constant.

If the tensor field 6/, is skew—symmetric in the last two indices, then (3.13) can be
written

+ . + . .
(3.14) Winle =1 Prn + 2055
Thus, we conclude

+ +
Theorem 3.8. In GH” — RE;, if the curvature tensor Hj,, is decomposable in the
form (3.1b) and the tensor field 8}, is skew—symmetri in the last two indices, then the

+ .
v —covariant derivative of first order for the decomposable tensor field W, is given

+
by (3.14), provided that the decomposable vector field X; is covariant constant.
Transvectlng (3.12) by 3’1 , usmg (1.6b) and in view of (1 1), we get

(3.15) khlt’ =1, lpkh + kam’ + (nt’hk Ton )
V\{here lpkh = lth)’z ' lp{’kh = lthgez v Tppg = ni’6illgjkyi and Ty, =
77}5ilcgjh3’i -

Thus, we conclude

+ + .
Theorem 3.9. In GH” — RE;, if the curvature tensor Hj,, is decomposable in the

+
form (3.1b), then the v —covariant derivative of first order for the tensor field ¥, is

+
given by (3.15), provided that the decomposable vector field X; is covariant constant.
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The equation (3.15) can be written as
+ + +

(3.16) Wine = Wrnle = Ae Win + (Tong — Tprn).
Thus, we conclude

+ + .
Theorem 3.10. In GH” — RE,;, if the curvature tensor H,, is decomposable in the

+
form (3.1b), then the decomposable tensor field ¥,,,, is defined by (3.16), provided
+

that the decomposable vector field X; is covariant constant.
Now, if the tensor field m,,, is symmetric in the last two lower indices h and k , then

+
the equation (3.16), shows that the tensor W,, can't be a recurrent, otherwise the
+

tensor W, will be vanish.
Thus, we conclude

+ + .
Theorem 3.11. In GH” — RE,;, if the curvature tensor H,, is decomposable in the
form (3. 1b) and the tensor field r,;,, is symmetric in the last two lower indices , then

the tensor Lth can't be a recurrent, provided that the decomposable vector field X IS
covariant constant.

+
If the tensor W, is recurrent, then (3.16) can be written as
+

(3.17) Wine = Tonk — Ton -
Thus, we conclude

+ + .
Theorem 3.12. In GH” — RE,;, if the curvature tensor H,, is decomposable in the

+ +
form (3.1b) and the tensor field ¥,,, is recurrent, then the tensor field ¥,,,, is defined

+
by (3.17), provided that the decomposable vector field X; is covariant constant.
If the tensor m,,, is skew—symmetri in the last two indices, then (3.17) becomes
+

(8.18)  Wypy = 2Mppy
Thus, we conclude

+
Theorem 3.13. In GH” — RF; if the curvature tensor Hkh is decomposable in the

form (3.1b), the tensor field ‘th is recurrent and the tensor field m,p, is skew
— symmetric in the last two |nd|ces then the tensor field lPkM is defined by (3. 18)

provided that the tensor field ‘th is recurrent and the decomposable vector field X IS
covariant constant.

Let us consider a Finsler space F,” whose curvature tensor H ik 18 decomposable
in the form (3.2a).
Taking the v —covariant derivative for the form (3.2a) with respect to y?, we get
+ . +., + +. +
(3.19) Hjyp |£’ =Y; |t’¢kh + Y @y, |l"
In view of the condition (2.5) and (3.19), we get

3 3 3 + . + + .+
Ao Hjjen + 1 (6;ngk - 5Il<gjh) =Y; |{’(pkh +Y; Py |¢’ :
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+
By using (3.2a) and if the decomposable tensor field Y; is covariant constant, then the
above equation can be written as
+. + . i + .+

A Y} Py + 1y (6;ngk - 5Ilcgjh) =Y} Pyppe
which implies

+ + . i i
(3.20) Pynle =2 Pyp + Ui}i(arlzgjk - 6Ilcgjh) ,

jo— e
where 17, = 7R

j
Thus, we conclude

+ + .
Theorem 3.14. In GH” — RE,;, if the curvature tensor H,, is decomposable in the

+
form (3.2a), then the decomposable tensor field @,, is generalized recurrent,
+

provided that the decomposable tensor field in is covariant constant.
The equation (3.20) can be written
+ +

B21)  Dyply = A, P+ Wenk = Vepn),
where v, = n{],i%g]-k and v, = ni,ic?}(gjh.
Thus, we conclude

+ + .
Theorem 3.15. In GH” — RF;, if the curvature tensor Hj, , is decomposable in the
form (3.2a), then the v —covariant derivative of first order for the decomposable
+ +

tensor field @, is given by (3.21), provided the decomposable tensor field Y]-" is

covariant constant.

Now, if the tensor field v, is skew—symmetri in the last two indices h and , we get
+ +

(3.22) Dinle = Ao Ppp + 20y,
Thus, we conclude

+ +
Theorem 3.16. In GH” — RF;, if the curvature tensor Hj,, is decomposable in the
form (3.2a) and the tensor field v, is skew—symmetri in the last two indices, then

+
the v —covariant derivative of first order for the decomposable tensor field @, is
+ .
given by (3.22), provided the decomposable tensor field Y; is covariant constant.
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